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#### Abstract

Non-verbal communication, such as eye contact between drivers and pedestrians, has been regarded as one way to reduce accident risk. So far, studies have assumed rather than objectively measured the occurrence of eye contact. We address this research gap by developing an eye contact detection method and testing it in an indoor experiment with scripted driver-pedestrian interactions at a pedestrian crossing. Thirty participants acted as a pedestrian either standing on an imaginary curb or crossing an imaginary one-lane road in front of a stationary vehicle with an experimenter in the driver's seat. In half of the trials, pedestrians were instructed to make eye contact with the driver; in the other half, they were prohibited from doing so. Both parties' gaze was recorded using eye trackers. An in-vehicle stereo camera recorded the car's point of view, a head-mounted camera recorded the pedestrian's point of view, and the location of the driver's and pedestrian's eyes was estimated using image recognition. We demonstrate that eye contact can be detected by measuring the angles between the vector joining the estimated location of the driver's and pedestrian's eyes, and the pedestrian's and driver's instantaneous gaze directions, respectively, and identifying whether these angles fall below a threshold of $4^{\circ}$. We achieved $100 \%$ correct classification of the trials involving eye contact and those without eye contact, based on measured eye contact duration. The proposed eye contact detection method may be useful for future research into eye contact.


© 2021 The Authors. Published by Elsevier B.V.This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

## 1. Introduction

In 2018, there were over 300,000 pedestrian deaths worldwide [1]. Studies have shown that pedestrian fatalities are growing by the year, especially on urban roads [2], and that most pedestrian casualties occur during the act of street crossing [3]. An area of study with relevance to pedestrian safety is how pedestrians interact with approaching vehicles. Next to formal traffic rules, non-verbal communication plays a role in the safe interaction between pedestrians and drivers [4,5].

### 1.1. The effect of eye contact on pedestrians

Through interviews and on-site observations [6,7] and recordings of natural driving scenes [7-9], it has been shown that a sizeable percentage of pedestrians use eye contact to negotiate right of way when crossing the road. Additionally, studies have investigated pedestrians' responses to automated vehicles without a driver making eye contact (typically

[^0]using a Wizard of Oz approach [5,10,11]. In particular, Malmsten Lundgren et al. found that most pedestrians were willing to cross the road when there was eye contact with the driver, whereas only a few were willing when the driver of the automated vehicle was inattentive. There also exists a prevalent belief outside academia that eye contact is of significance to the safety of pedestrians, as evidenced by notices, signs, and advice issued by traffic safety organizations [12-14]. The view that eye contact is important has even led to the development of anthropomorphic external human-machine interfaces (eHMIs) for automated vehicles. Chang et al. [15], for example, tested a novel eHMI with dynamic eyes on the car.

While many studies have shown that pedestrians seek eye contact with drivers [6,7,16], it has been suggested that eye contact is not essential and that pedestrians often cross in front of vehicles by solely relying on vehicle motion cues [6,17,18]. In an online study by AlAdawy et al. [19], participants looking at photos of a car with a driver inside at different distances and under different lighting conditions reported that, in many situations, they could not even see the driver, let alone make eye contact.

### 1.2. The effect of eye contact on drivers

Next to pedestrians' communication needs at crossings, studies have investigated the effect of pedestrians' communication attempts, including eye contact, on drivers. As early as 1974 [20], Snyder, Grather, and Keller noted in a field experiment on hitchhiking that drivers yielded more often when staged hitchhikers sought eye contact with them. Katz et al. [21] found that drivers slowed down and yielded more often to pedestrians when the pedestrians initiated crossing but were not looking in the driver's direction, compared to when they were. More recently, in a field study measuring car speed profiles as a function of eye contact, Ren et al. [22] found that drivers braked earlier for staged pedestrians who attempted to make eye contact than for those who did not. That said, Schmidt and Färber [9] found that participants looking at videos of traffic scenes from a driver's perspective were able to make accurate predictions of pedestrians' crossing intentions even when the pedestrians' heads were occluded, suggesting that eye contact is not essential in traffic.

### 1.3. Literature gap

From the above, there appears to be a need for further research into the importance of eye contact in traffic. However, as of present, no general conclusions can be obtained due to the variety of measurement methods employed. Measurements such as head orientation, as reported by experimenters standing on the roadside or recorded via cameras inside or outside of the vehicle, can be used to infer eye-contact seeking [7,8,16,23,24]. For example, based on an analysis of video clips from urban driving scenarios, Rasouli et al. [8] suggested that pedestrians looking in the direction of approaching vehicles for longer than 1 s might also seek eye contact. However, head orientation alone does not determine where road users are looking.

Herein, we propose the use of eye tracking to detect eye contact. Eye tracking can establish where road users look without explicitly asking them and without relying on third-party observations. Some research into how drivers look at pedestrians already exists. For example, Walker [25] and Walker and Brosnan [26] reported that drivers gazed at cyclists' faces first and for longer than other body parts. Nathanael et al. [27] used eye tracking to analyze drivers' gaze and concluded that pedestrians' body movement/posture and eye gaze were sufficient to resolve crossing conflicts in the majority of interactions, without the need for eye contact or hand gestures. Diederichs et al. [28] performed eye tracking in a driving simulator study with simulated pedestrians and reported that drivers' pedal responses that indicated an intention to brake were accompanied by eye fixations on pedestrians $0.4-2.4 \mathrm{~s}$ earlier. Finally, Borowsky et al. [29] conducted an eye-tracking experiment where participants viewed traffic videos from a driver's perspective and pressed a button when they perceived a hazard. The authors reported that, in general, drivers fixated more often on pedestrians on the road compared to those on the curb.

Research on eye movements in pedestrians exists as well. For example, De Winter et al. [30] conducted an eye-tracking study of pedestrians during interactions with vehicles in a parking lot and found that pedestrians frequently sought eye contact with drivers. Dey et al. [31] used eye tracking of pedestrians at a curb and measured their willingness to cross in front of an oncoming vehicle using a handheld slider. They reported that despite the interior of approaching cars being dark and reflections on the windshield making it difficult to establish eye contact, pedestrians still seek information about the driver's intentions by looking at the windshield when the vehicle was nearby. A recent literature review on eye-tracking studies of pedestrians crossing the road noted that a limitation of the research so far is that the eye-tracking results were not combined with physical measurements such as the distance of the vehicle to the pedestrian [32]. Image recognition combined with eye-tracking could prove a solution to this limitation.

Another important caveat in the above studies involving eye tracking in traffic (e.g., $[27,30,31]$ ) is that only one perspective (either the driver's or the pedestrian's) was measured, which provides an incomplete picture because eye contact is a mutual phenomenon (and see [24] for a study on mutual situation awareness of driver and pedestrian; also [33,34], for studies using dual eye tracking in social interaction). In other words, gaze detection of solely one of the two parties is informative about the party's seeking of eye contact but cannot tell whether eye contact has been established. These problems in the operationalization of eye contact in the literature have also been reported by Jongerius et al. [35] in their scoping review on eye contact in human-human interaction. This vacuum in the literature could be filled by techniques that detect driver-pedestrian eye contact.

### 1.4. Study aims

In the current study, we developed a method that detects driver-pedestrian eye contact by means of two eye trackers along with two cameras. Our work's novelties are the use of dual eye tracking in the traffic context, which pinpoints where both the driver and the pedestrian are looking at any given time, and the use of image recognition on video recordings from cameras to estimate the locations of the driver and the pedestrian. We validated the method by means of an indoor experiment with scripted driver-pedestrian interactions at a pedestrian crossing.

Driver-pedestrian eye contact was operationalized as a situation when the driver and the pedestrian are looking at each other at the same time within predefined threshold angles. In the literature, there is an emphasis on the psychological (and hence, subjective) experience of eye contact [35,36]. In this study, we are concerned with the objective detection of eye contact. An underlying assumption in our operationalization is that if two persons are looking at each other's faces, they are looking at each other's eyes in an attempt to make eye contact.

## 2. Methods

### 2.1. Participants

Thirty-one persons ( 23 males, 8 females) took part in the experiment as staged pedestrians. Participants were recruited via social media and personal contacts. Only people with normal visual acuity or corrected with contact lenses were eligible to participate. All participants provided written informed consent. The research was approved by the Human Research Ethics Committee of the Delft University of Technology (reference number 865). One male participant was excluded because of a failure of one eye tracker, resulting in a final sample of 30 , with a mean age (SD) of 24.8 (2.3) years and with ages ranging from 19 to 31 years.

### 2.2. Equipment

A head-mounted Tobii Pro Glasses 2 eye tracker was used to track and record the pedestrian's (i.e., participant's) gaze direction at 50 Hz . The 'Gaze Spot Meter' setting of the Tobii was turned on, as a result of which the exposure of the camera images was automatically adjusted based on where the participant looked. A head-mounted camera built into the Tobii recorded the pedestrian's view as a video at 25 frames per second, a field of view of $90^{\circ}$, and a resolution of $1920 \times 1080$. Pedestrian gaze calibration was achieved using a card with a printed bull's-eye, and parallax error was corrected automatically by the manufacturer's software.

A dashboard-mounted Smart Eye Pro dx eye tracker installed in a Toyota Prius intelligent vehicle (i.e., with environment-sensing capabilities [37]) was used to track and record the driver's (i.e., experimenter's) gaze direction at 60 Hz . The Smart Eye collected gaze data using a combination of the manufacturer's bundled software and custom C++ programs running inside the Robot Operating System (ROS) on an Ubuntu Linux computer onboard the Toyota Prius. Parallax error was avoided as the Smart Eye was not head-mounted and worked with 3D space rather than 2D projections on an image plane.

Both eye trackers work on the principle of pupil corneal reflection, i.e., by using the angle between the locations of the pupil and reflections of infrared light on a person's cornea to determine their gaze direction [38]. To this end, artificial infrared light sources are employed, and the corneal reflections are captured by infrared cameras. The pedestrian's and the driver's gazes were both taken as the average of the gaze directions from each of their two eyes. An iDS UI-3060CP-C-HQ Rev. 2 stereo camera installed in the car with integrated pedestrian detection recorded the pedestrian's locations using the single-shot detection (SSD [39]) technique at 10 Hz .

The Smart Eye was temporally synchronized with the stereo camera using Network Time Protocol (NTP) clients on a local area network (LAN) with a synchronization buffer, which minimized the difference in capture time between the two sources. The Smart Eye was further spatially calibrated relative to 22 reference points inside the vehicle, the locations of which were known (i.e., the position and orientation of the vehicle's sensors, including that of the stereo camera) obtained by laser scanning the Toyota Prius (methods described by [40]). Driver gaze was calibrated using a different set of 7 known points in the vehicle's interior. Flashes from a NexTorch flashlight ( 300 lumens) during the experiment were captured by both the Tobii camera and the stereo camera to enable retrospective synchronization of the data from the two eye trackers.

### 2.3. Experimental procedure

The experiment was conducted indoors in an open lab space, with the area cordoned off to prevent interference from passers-by. The location was well lit by a combination of natural light (indirect and diffused through windows) and fluorescent tubes on the ceiling. The Toyota Prius was parked away from sunlight to reduce windshield glare and angled in such a way as to minimize the chance of unwanted detection of onlookers and passers-by by the stereo camera.

Participants played the role of a pedestrian, and two experimenters conducted the study: the first posed as the driver of the stationary car, and the second instructed the participant about their task and controlled the torch for the

Table 1
Trials in the experiment.

| Pedestrian action/position | Eye contact | Abbreviation |
| :--- | :--- | :--- |
| Left standing pedestrian | Yes | L-S-EC |
| Left standing pedestrian | No | L-S-NEC |
| Right standing pedestrian | Yes | R-S-EC |
| Right standing pedestrian | No | R-S-NEC |
| Crossing pedestrian | Yes | C-EC |
| Crossing pedestrian | No | C-NEC |



Fig. 1. Layout of the experiment. The green circle marked ' $D$ ' denotes the location of the driver, the orange circle marked ' S ' denotes the location of the 'synchronizer' (i.e., the experimenter with the torch), and the magenta circles marked ' $\mathrm{P}_{\mathrm{L}}$ ' and ' $\mathrm{P}_{\mathrm{R}}$ ' denote the locations of the pedestrian on the left and right curbs, respectively. In the experiment, the curbs were rectangles (shown here in light brown), and the road crossing (marked ' R ') was a line, all three drawn in chalk on the floor.
synchronization of the two eye trackers. Upon arrival, participants read and signed the consent form, which also contained a brief overview of the experiment, its objectives, and their role in it. They subsequently completed a questionnaire on their height, age, sex, nationality, etc. Next, participants were provided with an oral explanation of how to interact with the car (to supplement what they had read). They were asked to wear the Tobii, which was calibrated using a card with a printed bull's-eye. In the meantime, the driver calibrated his gaze with the Smart Eye using a checkerboard. Participants were instructed to imagine that they were a pedestrian on a curb who had the intention of crossing a one-lane road at an uncontrolled crossing when an approaching car had just slowed down to a stop.

Each participant performed six trials, as summarized in Table 1. The trials involved either a standing pedestrian (on the right or left imaginary curb) or a crossing pedestrian, with instructions to make/not make eye contact with the driver. Three repetitions were conducted per trial. Thus, each participant performed 18 repetitions in total ( 6 trials x 3 repetitions). The six trials were performed in two blocks: one containing all four standing trials and the other containing the two crossing trials. The order in which the blocks were performed and the order of the trials within the blocks were randomized. The repetitions within each trial were conducted back-to-back.

Before each trial, participants were instructed by the second experimenter about what type of trial would be performed next (i.e., whether/where to stand or cross, and whether to make/not make contact with the driver). In the standing trials, the pedestrian stood on the imaginary curb at a longitudinal distance of 5 m from the front of the car and at a lateral distance of 0.5 m from the side of the car, either to its left or right (see Fig. 1). In the crossing trials, the pedestrian always started on the right curb.

In half of the standing trials, the pedestrians were asked to turn their head to briefly make eye contact with the driver, whereas in the other half, the pedestrians were asked to turn their head to briefly look at the body of the car (at a location of their preference) but refrain from gazing at the driver. In the crossing trials, the pedestrians were instructed to either maintain eye contact with the driver for the whole time as they walked towards the opposite curb across the imaginary road and back (as shown in Fig. 2a) or avoid it by fixating on the body of the car. One repetition in the standing trials involved head turning to look at the car/driver, followed by eye contact/no eye contact, and head-turning to look away from the car/driver. One repetition in the crossing trials involved head turning to look at the car/driver, followed by walking once in front of the vehicle towards the opposite curb and back while maintaining/avoiding eye contact, and head-turning to look away from the car/driver.

The driver briefly sought eye contact with the pedestrian in all standing trials, irrespective of whether the pedestrian was looking back at him. There was no predefined duration for the driver's eye contact seeking in the standing trials as this would be difficult to execute perfectly, so it was left to his discretion and what felt natural. In the crossing trials, the driver followed the eyes of the walking pedestrian with his gaze for the entire duration (as seen in Fig. 2b), irrespective of whether the pedestrian was looking back at him.

Before and after each trial, the participant was instructed to look at the torch held by the experimenter (standing in front of the car a few meters beyond the pedestrian) and wait for a flash, which served as an instantaneous marker for the start and end of that trial, respectively. The driver also knew to look at the torch at the beginning and the end of every trial.

All trials were recorded by both the Tobii and stereo cameras. After completing all the trials, the participants completed a questionnaire about their participation experience on 7-point Likert items (see Table S1 in the supplementary material).


Fig. 2a. A pedestrian crossing towards the right curb, with the driver and pedestrian looking at each other's eyes throughout the interaction. The participant provided permission for the publication of this image.


Fig. 2b. The driver watching a pedestrian who is crossing towards the right curb, with the driver and pedestrian looking at each other's eyes throughout the interaction. Both persons provided permission for the publication of this image.

## 3. Analysis

### 3.1. Data export

The gaze data collected by the Tobii, such as the pedestrian's gaze direction and gaze points in pixel coordinates corresponding to its camera video, were exported as Microsoft Excel files via the Tobii Pro Lab software. The data collected
by the Smart Eye and the stereo camera, such as the driver's gaze direction, position of his eyes, and the pedestrian's location, were saved in ROSBAG format and subsequently converted to comma-separated values (CSV) files via ROS.

### 3.2. Gaze data quality

First, the quality of the raw gaze data of the experimental trials was assessed using a gaze sample percentage, defined as the percentage of the trial duration for which the driver's or pedestrian's gaze direction could be measured. Any instants with missing data on either the driver's end or the pedestrian's end were filled using the previous non-missing entry.

### 3.3. Driver eye contact seeking

To determine the vector connecting the driver's eyes to the pedestrian's eyes in 3D space (henceforth referred to as the 'ideal driver gaze'), the location of the driver's eyes (i.e., the midpoint between his right and left eye) was measured by the Smart Eye. The location of the pedestrian's eyes (i.e., the midpoint between the right and left eye) was estimated based on the pedestrian's location $(x, y)$ obtained from the stereo camera and the pedestrian's eye height $(z)$ calculated as 0.1 m below the pedestrian's self-reported height. Variation in the pedestrian's eye height due to their gait was assumed to be negligible. The stereo camera also detected the location of the experimenter holding the torch, which counted as false positives in the pedestrian detection. These readings were eliminated using a heuristically determined distance threshold of 7.3 m ; that is, detections nearer than the threshold were the pedestrian and therefore retained, and those farther were the experimenter and therefore discarded.

A global coordinate system was defined, and the measurements from the Smart Eye (i.e., driver's instantaneous gaze direction and the position of his eyes) and the stereo camera (i.e., pedestrian's location) were converted to it from the devices' coordinate systems, as seen in Eq. (1). This equation describes the quaternion transformation of a coordinate system.

$$
\begin{equation*}
\left[0, x_{\text {universal }}, y_{\text {universal }}, z_{\text {universal }}\right]=[s, a, b, c]^{*}\left(\left[0, x_{\text {device }}, y_{\text {device }}, z_{\text {device }}\right]-\left[0, k_{x}, k_{y}, k_{z}\right]\right)[s, a, b, c] \tag{1}
\end{equation*}
$$

with * denoting the complex conjugate. To accomplish the coordinate transformation, translation of the measurements was performed using a translation matrix $\left[k_{x}, k_{y}, k_{z}\right]$, followed by rotation using a quaternion $[s, a, b, c]$, as seen above. Finally, all data were resampled to a common sampling rate of 100 Hz using linear interpolation.

The driver's eye contact seeking for each sampling instant was determined using the angle between the 'ideal driver gaze' vector and the driver's instantaneous gaze direction vector, as shown in Eq. (2). This equation uses Euclidean geometry to find the angle between two vectors in 3D that originate from a common point. Driver eye contact seeking was operationalized as gaze angle error $\theta_{\text {driver }}<4^{\circ}$. This threshold was based on a visual inspection of the distribution of $\theta_{\text {driver }}$ for all eye contact (EC) trials combined.

$$
\begin{equation*}
\theta_{\text {driver }}=\tan ^{-1}\left(\frac{\| \text { ideal driver gaze } \times \text { instantaneous gaze direction } \|}{\text { ideal driver gaze } \cdot \text { instantaneous gaze direction }}\right) \tag{2}
\end{equation*}
$$

### 3.4. Pedestrian eye contact seeking

The location of the driver's eyes in the video recordings from the pedestrian's head-mounted camera was estimated on a frame-by-frame basis using computer vision. First, for increasing computational speed, each frame was resized from $1920 \times 1080$ to $192 \times 108$ pixels, and only the blue dimension from the RGB dimensions was retained. Next, the location of the Toyota Prius in each frame was estimated using a normalized two-dimensional cross-correlation technique (i.e., template matching; cf. [41]) with 82 reference images of the car (also consisting of only the blue dimension) with a resolution of $51 \times 36$ pixels. These reference images were cropped from Tobii recordings when the car was in view under different lighting conditions, angles, and perspectives. Pixel coordinates marking the driver's eyes in the reference images were manually coded. The location of the driver's eyes in each frame was estimated by finding the reference image that offered the maximum correlation (while also being above an empirically determined correlation threshold of 0.73 ), as shown in Fig. 3.

The pedestrian's gaze point in pixel coordinates in each frame of a recording was available from the Tobii gaze data, and these values were divided by ten to suit the resized frames of $192 \times 108$ pixels. Pedestrian eye contact seeking was operationalized as $\theta_{\text {pedestrian }}<4^{\circ}$. $\theta_{\text {pedestrian }}$ was approximated by converting the Pythagorean distance in pixels between the location of the driver's eyes and the pedestrian's gaze point into an angle (Eq. (3)). Since the width of the resized frames is 192 pixels and the field of view of the Tobii camera is $90^{\circ}$, an 8.53 -pixel distance corresponds to an angle of $4^{\circ} .{ }^{1}$

$$
\begin{equation*}
\left.\left.\theta_{\text {pedestrian }}=\frac{90}{192} \sqrt{\left(\text { driv.head location }_{x}-\right.\text { ped.gaze point }}\right)^{2}+\left(\text { driv.head location }_{y}-\text { ped.gaze point }\right)_{y}\right)^{2} \tag{3}
\end{equation*}
$$

[^1]


Fig. 3. Heatmap of cross-correlations (left) between a resized Tobii video frame (top right) and the reference image having the highest value of maximum correlation with the frame among all reference images (bottom right). A green box marks the region of maximum correlation. The driver's estimated position is marked with a green marker.

### 3.5. Driver-pedestrian eye contact establishment

To recap, driver eye contact seeking was operationalized as looking at the pedestrian with a gaze angle error smaller than $4^{\circ}$. Similarly, pedestrian eye contact seeking was operationalized as looking at the driver with a gaze angle error smaller than $4^{\circ}$. Eye contact was established when driver eye contact seeking and pedestrian eye contact seeking occurred concurrently. Finally, a classification between trials involving eye contact and those involving no eye contact was made by examining, per participant, whether the eye contact duration of the former type of trial exceeded the corresponding eye contact duration of the latter type of trial.

## 4. Results

### 4.1. Gaze data quality

Gaze data quality during the experiment was found to be high. The mean gaze sample percentage (SD) of the Smart Eye (i.e., driver) was $99.6 \%(0.7 \%)$ and $99.7 \%$ ( $0.6 \%$ ) for the standing and crossing trials, respectively. The corresponding values of the Tobii (i.e., pedestrian) were $91.7 \%$ (5.3\%) and $94.4 \%$ ( $4.4 \%$ ) for the standing and crossing trials, respectively.

### 4.2. Driver eye contact seeking

Fig. 4 depicts the frequency distributions of driver gaze angle error $\left(\theta_{\text {driver }}\right)$ for all standing and crossing trials. A distinction is made between trials involving eye contact (EC), shown in blue, and trials involving no eye contact (NEC), shown as black dotted lines. There is no marked difference in the curves in terms of the number of data points, which can be explained by the fact that the driver was not asked to adjust his gaze behavior based on the eye contact seeking behavior of the pedestrian. There was more eye contact in the crossing trials compared to the standing trials (see the ratio of the two peaks of the bimodal distribution), because the driver continuously tracked the pedestrian in the former case, whereas in the latter case, he only briefly sought eye contact with the pedestrian and looked away, and repeated this process thrice. From Fig. 4, it can be seen that our threshold of $4^{\circ}$ is a suitable choice, as it captures the large peak in the number of data points, which correspond to eye contact. More specifically, on combining the four distributions depicted in Fig. 4, there were 2480 s of data for $0^{\circ}<\theta_{\text {driver }} \leq 4^{\circ}$ and only 60 s of data for $4^{\circ}<\theta_{\text {driver }} \leq 8^{\circ}$. When the driver was not looking at the pedestrian, he was either looking at the torch (at the start and end of every trial) or at the experimenter (after each repetition in the standing trials); this explains the second peak in the distributions, between $8^{\circ}$ and $14^{\circ}$.


Fig. 4. Distribution of the driver gaze angle error $\theta_{\text {driver }}$ (i.e., the angle between the instantaneous gaze direction of the driver and the 'ideal driver gaze') for eye contact (EC) and no eye contact (NEC) trials. The sampling rate was 100 Hz , and the resolution of the distribution was $0.25^{\circ}$. Left: Standing trials, Right: Crossing trials.

### 4.3. Pedestrian eye contact seeking

Fig. 5 shows similar information as Fig. 4, but from the pedestrian's perspective. In contrast to the driver gaze angle error, the distributions of the pedestrian gaze angle error ( $\theta_{\text {pedestrian }}$ ) are not bimodal but unimodal, which can be explained by individual differences, task instructions, and head and body rotation. That is, during the standing EC trials, participants were asked to seek eye contact thrice and look away after each time, without instructions about where to look when looking away. Thus, due to varying levels of head and body rotation when looking away, the car (and therefore also the driver) was located at widely different parts of the visual field of the Tobii camera, or even completely outside of it. Accordingly, there are no distinct second peaks in the distribution of $\theta_{\text {pedestrian }}$, as was the case for driver gaze angle error shown in Fig. 4. Fig. 5 further shows a clear distinction in the pedestrian gaze angle error between the EC and NEC trials, with the mode of the distribution being about $1.5^{\circ}$ (i.e., very close to the driver's eyes) for EC trials and about $12^{\circ}$ (i.e., corresponding to some location on the car, as per the participants' task instructions) for NEC trials. The latter observation is corroborated by manual geometric calculations, which show that the pedestrian gaze angle error in an NEC trial when they are looking at the car's number plate (a plausible scenario) is $10-12^{\circ}$. This range of values is well above the $4^{\circ}$ threshold, thereby reducing the likelihood of there being many false positives of eye contact in the NEC trials, assuming that the participants carried out the instructions faithfully. Our chosen $\theta_{\text {pedestrian }}$ threshold of $4^{\circ}$ also represents a good trade-off for making a classification between EC and NEC trials, as gaze angle errors below this value capture a large portion of the samples in the EC trials (pedestrians were expected to exhibit small $\theta_{\text {pedestrian }}$ values for a portion of the EC trials) while capturing relatively few samples in the NEC trials (pedestrians were expected not to exhibit small $\theta_{\text {pedestrian }}$ values, since they were instructed not to make eye contact). Figure S1 in the supplementary material provides further justification for the $4^{\circ}$ threshold through a sensitivity analysis.

### 4.4. Occurrence and reconstruction of eye contact

Fig. 6 shows four time-synchronized plots from a particular instant of a crossing trial with instructed eye contact (C-EC). In the bottom half, animations (comprising of a top view on the left and a side view on the right) of the trial are shown, created by plotting the position of the driver's eyes (green marker), his gaze direction (green dashed line), and the position of the pedestrian's eyes (magenta marker), along with an image of the Toyota Prius. Along the axes, X, Y, and Z represent the longitudinal, lateral, and vertical position in the world. The pedestrian's gaze direction is intentionally not plotted, as there was no sufficiently accurate way to translate it from a 2D pixel coordinate in the Tobii recordings to a 3D gaze direction for the animations. However, this omission does not have a bearing on detecting eye contact. The left top shows a Tobii camera screenshot with the pedestrian's view during a crossing trial, resized to a resolution of $192 \times 108$ pixels, and with the pedestrian's gaze point and the driver's estimated location overlaid as magenta and green markers, respectively. The top right part shows the driver's and pedestrian's gaze angle error plotted over time together with the $4^{\circ}$ threshold of eye contact. Eye contact occurs when the values for the driver (green) and pedestrian (magenta) are both under the horizontal threshold line at the same time. It can be seen that for most of the trial, both the driver and the pedestrian sought eye contact.


Fig. 5. Distribution of the pedestrian gaze angle error $\theta_{\text {pedestrian }}$ (i.e., the angle between the gaze point of the pedestrian and the estimated position of the driver's eyes) for eye contact (EC) and no eye contact (NEC) trials. The sampling rate was 100 Hz , and the resolution of the distribution was $0.25^{\circ}$. Left: Standing trials, Right: Crossing trials.


Fig. 6. Eye contact overview of one trial (Crossing, Eye Contact; C-EC). Top left figure: Pedestrian's view. Top right figure: Driver and pedestrian gaze angle error as a function of time. Bottom left figure: Top view. Bottom right figure: Side view. Green marker: Estimated location of the driver's eyes. Magenta marker: Estimated location of the pedestrian's eyes (bottom figures) or pedestrian's gaze point (top left figure).

The large gaze angle errors in the first and last two seconds of the trial are caused by the driver and pedestrian looking away from and towards the torch flash. The other sharp spikes at around 10 s and 19 s in the pedestrian's eye contact seeking graph are due to looking away from the driver upon completing a repetition (i.e., walking towards the opposite curb and back once). The gaps accompanying the spikes are due to the gaze angle error being undefined because the car (and therefore also the driver) being out of view in the Tobii camera.

### 4.5. Eye contact durations

Table 2 shows the means and standard deviations across the 30 participants for eye contact measures for the driver and the pedestrian. The driver sought eye contact about $55 \%$ of the time in the standing trials and in about $90 \%$ of the time in the crossing trials. Pedestrians sought eye contact for $20 \%-25 \%$ of the duration of the standing trials with instructed

Table 2
Means and standard deviations of eye contact measures for the standing trials and crossing trials. One trial consists of three repetitions.

|  | L-S-EC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Mean |  |



Fig. 7. Comparison of pedestrian eye contact durations in the trials with and without instructed eye contact. Each marker represents one participant.
eye contact and roughly $45 \%$ of the duration of the corresponding crossing trials. These values are consistent with the experimental protocol, where both parties sought intermittent eye contact with each other in the standing trials and visually tracked each other in the crossing trials. The pedestrian's percentages are lower than the driver's, as expected, because of the greater extent of head and body rotations by the pedestrian, thereby taking longer to (re-)establish eye contact.

Mean pedestrian eye contact seeking duration was 3.18 s in the L-S-EC trials, 2.75 s in the R-S-EC trials, and 14.94 s in the C-EC trials (see Table 2). Since each trial consisted of three repetitions, pedestrians sought eye contact for an average of $1.06 \mathrm{~s}, 0.92 \mathrm{~s}$, and 4.98 s in a single repetition, respectively. Pedestrians crossed the road twice in a single repetition, so the average pedestrian eye contact seeking duration in only one direction was half of 4.98 s , or 2.49 s .

The mean durations of eye contact were $2.94 \mathrm{~s}, 2.52 \mathrm{~s}$, and 14.61 s for the L-S-EC, R-S-EC, and C-EC trials, respectively (see Table 2). This meant that in one repetition, eye contact lasted for $0.98 \mathrm{~s}, 0.84 \mathrm{~s}$, and 4.87 s , in that order. Dividing the third value by two gives the average eye contact duration per repetition while crossing the road one-way, that is, 2.43 s .

### 4.6. Classification of trials

Fig. 7 illustrates the classification performance of trials with and without instructed eye contact based on eye contact duration. It can be seen that the type of trial is distinguished with $100 \%$ accuracy within-subject. In other words, all markers in Fig. 7 lie below the diagonal line.

## 5. Discussion

### 5.1. Main findings

This study aimed to develop an eye contact detection method to address the research gap in the objective measurement of eye contact in the traffic context. Our method's main innovation was the use of two eye trackers to detect driverpedestrian eye contact. The use of computer vision techniques to estimate the driver's and pedestrian's locations
eliminates the need for manually coding the areas of interest. Compared to existing techniques such as self-reports and button press responses for recording eye contact, our dual eye-tracking method is accurate, since it does not rely on subjective perceptions of eye contact occurrence and is not influenced by reaction times. Accordingly, our setup may be useful for experimental research in staged scenarios and may form the first step towards real-time eye contact detection in crossing conflicts.

We provided a new operationalization for eye contact, namely that it occurred when the gaze angle errors of the driver and the pedestrian were both below $4^{\circ}$. The $4^{\circ}$ threshold was determined heuristically based on the angle error distributions. However, the selected threshold also appears to have psychological significance: A study using animated faces by Gamer and Hecht [42] showed that eye gaze around faces (at a distance of 5 m ) was in the form of a cone of angular width up to approximately $8^{\circ}$, which translates to a gaze angle error of up to $4^{\circ}$.

Our method was validated using staged interactions with and without eye contact and yielded perfect withinsubject classification. Furthermore, we generated animations of the driver-pedestrian interactions, demonstrating that traffic encounters could be reconstructed using only the information obtained from cameras and eye trackers. Such a visualization could prove useful to enhance the situational awareness of occupants of the vehicle (see [43] for a top-down display that enhances situational awareness in automated vehicles).

Participants were instructed to seek eye contact with the driver briefly in the standing trials (but were not told to look for a specific amount of time) and to walk in front of the car in the crossing trials (but were not told how fast to walk). It is worth noting that pedestrians have mostly been observed seeking eye contact when a vehicle is close to them and moving at low speeds or stopped [31], which resembles our experimental setting. However, strong conclusions about how long each party seeks eye contact or how long eye contact lasts in a real driver-pedestrian interaction cannot be made using our measurements. The observed eye contact durations ( 0.9 s and 2.4 s for a standing and crossing pedestrian, respectively) may be higher than what one might expect in real traffic. At pedestrian crossings in real traffic, road users look at various elements of the scene, including signs and road markings [44], not just the other party's eyes. Furthermore, pedestrians may stop glancing at the car when it has become clear that the pedestrian can cross before the car (see [45], for a similar phenomenon in pedestrian-pedestrian interaction).

As a corollary of our operationalization of eye contact (i.e., a logical AND of the driver's and pedestrian's gaze behavior), eye contact duration was always less than or equal to the lower of the two eye contact seeking durations. Of note, the mean eye contact durations for the trials were closer in magnitude to the pedestrian's mean durations of eye contact seeking than those of the driver's. This was probably due to the driver constantly tracking the pedestrian in the crossing trials, whereas the pedestrian had to turn around and look away.

### 5.2. Limitations

Our method has a few limitations. First, our operationalization of eye contact does not include the subjective awareness that eye contact is occurring. This could have been measured using a think-aloud method or with event recorders (as noted by [35]) in the hands of both parties. It would be interesting to examine the association between objective and subjective driver-pedestrian eye contact, something that has become possible through our eye contact detection method. Pedestrians in the present study reported being highly involved in the task (see Table S1 in the supplementary material), so close congruence between subjective and objective eye contact is expected. In more demanding scenarios, it may be the case that the driver and the pedestrian are objectively looking at each other but not subjectively aware that they are making eye contact, i.e., the 'looking but not seeing' phenomenon [46].

A second limitation is that aspects of synchronization, image recognition, and data processing were still performed manually. It is noted that our algorithm, though we ran it offline, processes data on a frame-by-frame basis (i.e., without forward-looking filters), and therefore can be made to run in real-time. The Smart Eye and the stereo camera already reported driver gaze and pedestrian location in real-time. If the Tobii and its camera could also be configured to do the same via the API provided by the manufacturer, real-time eye contact detection is a viable target. We are currently developing a real-time pedestrian feedback system based on this proposed setup, where auditory feedback is provided to the pedestrian depending on whether the pedestrian has or has not looked at the car.

A third limitation concerns the artificial setup of our experiment. Our study involved a staged indoor experiment with a stationary vehicle, not to mention that most pedestrians are not equipped with wearable eye trackers [47]. These issues may be solved in the future with greater affordability of eye trackers and the advent of smart glasses or eyetracking contact lenses [48]. Findings of a pilot study revealed that the Tobii performed poorly at tracking the user's gaze outdoors, presumably due to infrared radiation in sunlight [49]. The pilot test also found that the visibility of the driver was compromised because of windshield glare outside. Windshield glare appears to be a factor that prevents eye contact in traffic [19], suggesting a need for synthetic eye contact detection, such as ours.

A final limitation is that our method used basic computer vision techniques for detecting the pedestrian and vehicle. Although road user detection worked reliably in our case, more sophisticated methods, which are now becoming available for less than $\$ 100$ (e.g., Nvidia Jetson [50]), would be required to make our method work with a wider variety of road users. As a proof of concept, we applied recent object recognition software intended for real-time usage (YOLOv5 [51]) on one of our experimental videos captured with the Tobii's camera. Results showed that the algorithm detected the target car, a car in the background, and persons outside the car, but not the experimenter in the car (see Fig. 8). Although the detection


Fig. 8. Screenshot of object recognition applied to one of our Tobii videos.
was not as robust as our template matching approach (the target car was often labeled a truck, bus, or train), there clearly appears to be potential for real-time usage in situations with multiple different vehicles. It is worth remembering that our image technique also does not detect the driver in the car, and hence the choice of image recognition algorithm does not largely affect the detection of eye contact.

### 5.3. Outlook \& conclusion

There is ample scope for further research and applications. The topic of driver-pedestrian eye contact is not only of interest to manual and semi-automated driving (SAE Levels $0-2$ ), it is also relevant to automated vehicles in which the driver is intermittently inattentive (SAE Levels 3 and 4). The vacuum created by missing eye contact in road interactions opens up possibilities to artificially substitute it. The anthropomorphic eye contact eHMI variants proposed by Ochiai and Toyoshima [52], Chang et al. [15], and Rover [53] are one way to achieve this. Eye contact could also be used as an objective input in vehicles or wearables for providing warnings (e.g., 'mind the pedestrian', 'watch out, the driver is distracted') or in automated vehicle control (e.g., braking earlier if there is no eye contact).

As pointed out above, an issue is that drivers and pedestrians are currently not equipped with eye trackers. As an alternative to wearable eye-tracking, vehicle-based eye-contact estimation may be possible through pedestrian head orientation estimation combined with contextual information (e.g., [54-56]; for a survey of methods, see [57]). However, for the time being, our method may be most useful for research purposes in staged scenarios. For example, our method could be applied to outdoor experiments (in cloudy weather) to study eye contact in situations where right-of-way is not clear (e.g., [58]).

To conclude, the present study validated a novel eye contact detection method. Our method may stimulate further research that aims to obtain a deeper understanding of eye contact and its role in traffic.

## Supplementary material

The two questionnaires, a demo video corresponding to Fig. 6, the data, and MATLAB codes used for the analyses are available at https://doi.org/10.4121/15134037.
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[^1]:    1 The approximation of $4^{\circ}$ corresponding to 8.53 pixels relies on assumptions related to the Tobii's camera perspective. We discovered later on that the horizontal field of view of the Tobii camera is about $82^{\circ}$, not $90^{\circ}\left(90^{\circ}\right.$, reported by the manufacturer, is likely the diagonal field of view). At the same time, Eq. (3) assumes small angles, which may be untenable. Using manual measurements with the Tobii, we found that at low eye eccentricities of $-15^{\circ}$ to $15^{\circ}$ (i.e., looking ahead), a step of $4^{\circ}$ corresponds to 8 to 9 pixels and that at very high eye eccentricities of $-35^{\circ}$ or $35^{\circ}$ (i.e., eyes turned strongly towards the left or right), a step of $4^{\circ}$ corresponds to about 12.0 pixels. It may be assumed that participants were mostly looking ahead and that our adopted threshold of 8.53 pixels is indeed close to $4^{\circ}$.

